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Abstract

I study the relative importance of lending and deposit-taking for bank value. Compar-

ing outcomes for winning banks to runner-up bidders in failed bank auctions, I find

winners experience a 1.5% abnormal return and this increase is mainly due to deposits,

not loans. After acquisition, the winning bank cuts lending to the failed bank’s bor-

rowers and closes branches but it retains almost all acquired deposits. These deposits

are not channeled into lending elsewhere. Rather, the acquirer is able to lower deposit

rates, reflecting increased market power. Multiple results are independent of the failed

bank, suggesting the findings have broader relevance.
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Substantial empirical research supports the notion that banks have a special role in the

economy1. But which of its functions makes banks unique? Is it the production of safe, liquid

deposits or information production through the screening and monitoring of loans? Which

side of the balance sheet does bank value primarily come from2? Despite the importance of

this question for our understanding of the business of banking as well as the evaluation of

bank regulation, there is little empirical evidence establishing the relative importance of the

aforementioned channels3.

In this paper, I ask what determines bank value creation in a specific setting – the

acquisition of distressed banks by healthy banks? I find these acquisitions are motivated

by access to the deposit franchise rather than to new lending opportunities. Features of

the failed bank resolution process in the US allow causal estimation and the richness of the

data allow me, in some tests, to make inferences independent of the bank being acquired,

suggesting that the results have wider applicability beyond just failed bank acquisitions.

For the almost 10% of US banks that failed during the Great Recession and its aftermath

(Figure 1), the Federal Deposit Insurance Corporation (FDIC) relied primarily on competi-

tive auctions to sell failing banks to healthy ones. Detailed data on the bids and bidders in

theses auctions was made publicly available from 2009 onwards. I use this data to causally

identify the impact of the auction by comparing outcomes for the bank that wins the auction

to the bank that came second.

This setting allows me to surmount the primary challenge in identifying the effects of

1Bank failure is considered particularly harmful. For instance, Reinhart and Rogoff (2009) show over eight
centuries of data that financial crises are associated with longer recessions. Bernanke (1983) emphasizes the
role of bank failures in explaining the severity of the Great Depression

2Theoretical contributions emphasizing the “deposit-centric” view are Gorton and Pennacchi (1990) and
Calomiris and Kahn (1991) while the “loan-centric” view is emphasized in Diamond (1984) and Leland and
Pyle (1977)

3Egan, Lewellen and Sunderam (2018) estimate the relative importance of deposits and loans in the
cross-section of bank value using a structural approach
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any business combination. Banks that are interested in bidding for a particular failed bank

might differ in other ways from a randomly selected bank. This selection effect confounds

the econometrician’s ability to identify the effect due to the acquisition itself. For instance,

during the Great Recession, prior research has found that acquiring banks were more likely

to be proximate, both in terms of geography and business model, to the failed bank (Granja,

Matvos and Seru, 2017).

The key to overcoming the identification challenge is to find a reasonable counterfactual,

i.e., a bank or banks that can serve as a control group. I identify the bank that ended as

the runner-up in each competitive auction and use it as the control group. This bank was

willing and able to bid for the failed bank, and as such is a plausible control. The identifying

assumption in my standard difference-in-differences (DID) research design is that the treated

and control banks were evolving similarly before the auction (“treatment”), and would have

done so in the absence of the treatment. I show that the winning and runner-up bank have

similar observables, no standard characteristics predict which bank among the two would

win the auction, and the bids are close in value. These tests increase confidence in the

plausibility of the identifying assumption.

Applying this empirical framework to the data, I find that acquiring a failed bank creates

immediate value for the buyer. For successful banks with traded equity, the average positive

abnormal return is about 1.5% on announcement. This return increases with the relative

size of the acquired bank and decreases with the number of bidders, consistent with the

value creation being a consequence of the acquisition itself and not other information being

revealed. I next try to determine the source of this value addition. Do healthy banks acquire

distressed ones for the access they receive to new lending opportunities (“loan-centric” view)

or because of the deposit franchise they acquire (“deposit-centric” view)? My results indicate
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it is the latter. New lending collapses in local markets in which the failed bank was present.

For both small business lending and residential mortgages, originations decline about 50-80%

from the level at which the failed bank was operating prior to being acquired. This result

holds whether I use all banks or just the runner-up bank as the control group. On the other

hand, the impact on deposits is muted. The decline in net deposit flows is about 13% in

the year following acquisition, and indistinguishable from zero thereafter. Additionally, the

deposit rates that the winning bank charges after acquiring the failed bank are lower.

Why does lending decline when the failed bank is acquired by a healthy bank? One

possibility is that the acquiring bank is using the acquired deposits to fund higher NPV

loans in unaffected markets4. If the acquirer was financially constrained, access to a new

source of deposits could facilitate increased lending in other markets (Gilje, Loutskina and

Strahan, 2016). I do not find evidence supporting this hypothesis. Compared to the runner-

up bank, the winning bank’s lending in unaffected markets does not increase. This is perhaps

unsurprising since the acquiring banks were only invited to bid as they were relatively healthy

and potentially not financially constrained.

Can the lending contraction simply be explained by the fact the acquired banks were

making bad loans and hence they failed, and once a healthy bank took over it cut back on this

unprofitable lending? Multiple pieces of evidence suggest that is not the only explanation.

First, the result is not driven by local economic conditions since I carry out the tests at the

bank-county-year level and am able to control for local economic shocks with county-year

fixed effects. Most of the banks in the sample failed due to their exposure to commercial

real estate (Cole and White, 2012; Antoniades, 2017). The fact that new lending to small

businesses declines precipitously suggests that the result cannot be explained just by the

4Unaffected markets are those in which the failed bank was not operating
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fact that banks with bad lending technologies are being acquired. However, this remains an

important concern in this setting which I further ameliorate with the next test.

My empirical strategy allows me to tease out the mechanism leading to the lending decline

by comparing markets that, as a result of the acquisition, see consolidation and those that

do not. Prior to failure, in some of the failed bank’s markets the winning bidder is present

but the runner-up isn’t while in others the runner-up is present but not the winner. Based

solely on the auction result, the former market sees consolidation while the latter doesn’t.

Treating the failed bank and the bidder in each of these markets as a combined entity, I test

what happens to lending in these two types of markets after acquisition. I find that small

business lending declines significantly more in the market undergoing consolidation. On the

other hand, the change in deposit flows in both kinds of markets is similar.

Why does consolidation hurt lending but not deposit flows? The answer may lie in how

acquiring banks operationalize consolidation. I show that a branch previously belonging to

the failed bank is much more likely to be shut down following acquisition if the acquiring bank

already had a branch in the same market. Given that small business lending is considered

to be information intensive (Petersen and Rajan, 1994; Berger and Udell, 1995), branch

liquidation can have strong effects through the destruction of relationship-specific capital.

The differential effect in the lending decline between markets with and without consoli-

dation also mitigates the concern that the lending decline is purely driven by bad loans not

being originated. Both kinds of markets had the failed bank operating - they only differ

in the presence of the winner and runner-up. A surprising aspect of these results is that

consolidation, and hence branch closure, does not seem to impact deposit retention. This

further supports the conjecture that deposits drive the acquisition. The argument can be

made in a revealed preference sense – if deposits are what the acquirer cares about and failed
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bank branch closure does not affect the ability to retain deposits, then closing the branch is

optimal5. Additionally, in these consolidated markets, the acquiring bank is able to reduce

deposit rates more than in unconsolidated markets, reflecting the acquirer’s increased mar-

ket power. The overall weight of evidence is consistent with the winning bank acquiring the

failed bank for its deposit franchise, and not its lending opportunities.

Though the results in this paper relate to failed bank acquisitions, the richness of the

empirical setting provides reason to believe they have wider applicability. The key results

on consolidation and those on unaffected markets are both independent of the nature of

the bank being acquired. Branches are shut, lending goes down but deposits are retained

in consolidated markets compared to unconsolidated markets though the failed bank was

present in both prior to acquisition. Unaffected markets, those without the failed bank

present, do not see a lending increase for the acquirer compared to the runner-up pointing

to the lack of reallocation following the acquisition. The plausibly causal nature of these

results help me add to the broader literature on bank mergers.

There is still a lack of consensus on whether there are gains from bank mergers and

acquisitions (James and Wier, 1987b; Houston, James and Ryngaert, 2001). Business lending

is particularly susceptible following bank mergers (Berger, Saunders, Scalise and Udell, 1998;

Di Patti and Gobbi, 2007). Nguyen (2019) finds local small business lending declines after

mega mergers during the 2000s, an outcome credited to the closure of branches. I examine

the deposit side to reveal a rationale for branch closure even though lending opportunities

are lost – banks manage to retain deposits despite consolidation.

Much of the prior literature on failed bank acquisitions focuses on the savings and loan

(S&L) crisis of the 1980s. These studies find significant positive abnormal returns for the

5Operating a branch comes with costs of employees, rent etc.
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winning bidder (James and Wier, 1987a), and that FDIC losses decrease with the compet-

itiveness of the auction (Giliberto and Varaiya, 1989). I confirm that, during the Great

Recession as well, the auction process leads to positive gains for the successful bidder and

that more competitive auctions, proxied by number of bidders, lead to lower losses for the

FDIC.

It is perhaps unsurprising that the magnitude of losses during the Great Recession and

its aftermath was similar to that during the S&L crisis. Cole and White (2012) show that the

observable determinants of bank failures during both eras were the same, namely the elements

of the CAMELS rating system6 as well as exposure to commercial real estate.Regulatory

forbearance was a factor in the magnitude of the FDIC’s realized losses (Cole and White,

2017; Kang, Lowery and Wardlaw, 2014). Theoretical models looking at the optimal policy

for closing failing banks include Acharya and Yorulmazer (2007), Bolton and Oehmke (2018)

and Colliard and Gromb (2017) among others.

Perhaps the study closest to this paper is Granja, Matvos and Seru (2017). The authors

ask the question of which healthy banks acquire failed banks, i.e., they are interested in the

selection question. They compare the winning bank with the universe of banks (and with the

entire set of bidders) and find that distance to the failed bank, both physically and in terms

of asset portfolios, is a significant predictor of who acquires the failed bank. My empirical

strategy, instead, is based on explicitly controlling for selection by comparing outcomes for

winning and losing banks in competitive auctions. Additionally, I go beyond their analysis

by looking at the lending and deposit market consequences of these acquisitions. They focus

on the selling process; I focus on what comes after.

6CAMELS, which stands for Capital adequacy, Asset quality, Management, Earnings, Liquidity, and
Sensitivity to market risk, is a rating system developed by US bank regulators to monitor bank condition.
Ratings are confidential.
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Allen, Clark, Hickman and Richert (2020) theoretically analyzes the FDIC’s multidimen-

sional auction process, and proposes a mechanism to improve it. Igan, Lambert, Wagner

and Zhang (2019) argues that lobbying by banks played a role in the allocation of failed

banks. This is not likely to be a concern in my sample since I confirm, by reading the post-

auction press releases, that the FDIC certified that the winner was the bank with the best

bid in every case in my sample. Johnston-Ross, Ma and Puri (2020) study outcomes when

the failed bank acquirer is a non-bank private equity entity. My focus is on cases where a

healthy bank acquires a failed bank after defeating another healthy bank in the auction.

Bank failures have real effects. They have been associated with depressed economic

activity during the Great Depression (Bernanke, 1983; Calomiris and Mason, 2003), the

S&L crisis (Ashcraft, 2005), and the Great Recession (Kandrac, 2014). I show that there is

a significant disruption of lending activity when failing banks are allocated to healthy ones.

More broadly, my analysis relates to the classic question of what makes banks “special”

(Fama, 1985). There are three classes of theories. The deposit-centric view holds that

producing safe, liquid securities, i.e., deposits is what makes banks unique (e.g., Gorton

and Pennacchi (1990)). The loan-centric view is organized around information production

through the screening and monitoring of loans (e.g., Diamond (1984)). The synergistic view

highlights that banks have an advantage in producing liquidity on demand to both borrowers

and depositors (e.g., Kashyap, Rajan and Stein (2002)). The relative importance of these

functions is an empirical question. Using a structural model, Egan, Lewellen and Sunderam

(2018) find that deposit productivity, a bank’s expertise in producing deposits with a given

set of inputs, contributes more to bank value than asset productivity, a bank’s expertise in

generating income from its loan portfolio. My results are complementary to theirs – in a

more reduced-form framework, I show that distressed bank acquisitions are motivated by
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the prospect of acquiring access to the deposits rather than the lending opportunities.

The rest of the paper is organized as follows: Section 1 describes the failed bank resolution

process; Section 2 outlines the empirical strategy; Section 3 describes data sources and

summary statistics; Section 4 has the event study results while Section 5 has lending and

deposit market results; Section 6 concludes.

1 The Failed Bank Resolution Process

The insolvency of banks, unlike those of other corporates, is not covered under the pro-

visions of the Federal Bankruptcy Code. Rather, for all federally insured banks and thrifts,

the FDIC has authority to administer the bankruptcy under a non-judicial process7. The

financial condition of these depository institutions is constantly monitored by their federal

or state banking regulators. The process to resolve a failing bank is initiated when its regu-

lator believes the bank is insolvent or “critically undercapitalized” (defined as less than two

percent of equity capital to assets)8. In most cases, the FDIC issues a notice to the bank to

take “prompt corrective action”, a final chance to raise capital privately. If the bank fails to

do so or if its condition deteriorates in the interim, the regulator and the FDIC may decide

to close the bank with the FDIC stepping in as receiver. No judicial recourse is available to

the failed bank or its creditors to contest the seizure of the bank (Ragalevsky and Ricardi

(2009)).

7The FDIC provides a detailed account of its process in its Resolution Handbook available at https:

//www.fdic.gov/bank/historical/reshandbook/resolutions_handbook.pdf
8Even if these conditions are not met, regulators have significant leeway in taking action (Ragalevsky and

Ricardi (2009))
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FDIC’s Role

The FDIC acts in two distinct capacities: in its ‘corporate’ capacity, it provides deposit

insurance to covered banks and performs as primary regulator for some of them; in its

‘receiver’ capacity, it is responsible for winding up the affairs of a failed bank. The FDIC

has authority to take any action it believes is necessary to ensure the ‘least cost resolution’

of the bank9. Before being formally named receiver, the FDIC undertakes a valuation of the

bank’s assets and liabilities. It then evaluates options for resolution, invites bids if necessary

and then determines the final resolution strategy to ensure least cost to the Deposit Insurance

Fund. This entire process takes approximately 90 days (FDIC (2015)).

During the Great Recession and its aftermath, the primary option relied on was the

Purchase and Assumption (P&A) transaction. In such a transaction a healthy bank would

purchase the assets and assume the deposits of the distressed entity (Bennett and Unal

(2015)). P&As are of multiple types with the most common being whole bank and loss

sharing P&As. In both cases, all the assets are purchased by the acquirer, usually at a

substantial discount. The only difference between the two cases is that, under loss-share

agreements, the FDIC agrees to share in subsequent losses on specific pools of assets. These

agreements were used widely during the recent spate of failures in order to keep assets in

the private sector (Kandrac, 2014).

Bidding Process

The acquiring bank is identified through a competitive bidding process. The auction

under the P&A process is a first-price sealed bid auction. The FDIC invites eligible bidders

to participate in the process, and to conduct due diligence on the failed bank. Only banks

9This requirement is mandated by the Federal Deposit Insurance Corporation Improvement Act of 1991
(FDICIA)
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or private investors in the process of obtaining a bank charter are eligible to bid on a failing

bank. Bidders must have a CAMELS composite and management component rating of 1 or

2 and satisfactory Community Reinvestment Act and anti money laundering records. The

identity of eligible bidders is not revealed. Interested bidders, among those invited, are

then given access to financial information on the failing bank. This part of the process is

confidential on both sides. About 10 days before the closing date, the bidders submit one or

more bids.

Most bids have at least two components: an ‘asset discount’ on the market value of the

bank’s assets and a ‘deposit premium’ on the bank’s deposit liabilities. in addition to the

observable dollar value, there could be at least four other discrete components to the bid

(Allen, Clark, Hickman and Richert, 2020) - (i) whether there is a loss share agreement,

(ii) whether the bid is nonconforming, (iii) whether certain assets are excluded, and (iv)

whether the FDIC receives warrants on acquirer stock. Once all the bids are received,

they are evaluated using the FDIC’s proprietary models to determine the ‘least-cost’ bid.

Since these are whole bank acquisitions of distressed banks, the bid value is lower than the

amount of liabilities assumed. The difference is the cost to the FDIC which it is tasked

with minimizing. Figure B.1 provides an illustration of the balance sheet mechanics of the

acquisition.

It should be emphasized that the FDIC does not need to justify how it valued different

components of a bid and arrived at the final bid value. However, it is required to certify

that the bid selected is the ‘least-cost’ bid10. If no bids are above the liquidation value of

the bank as determined by the model, the assets are liquidated. If there is at least one bid

10See https://corpgov.law.harvard.edu/2009/07/08/bankunited-bid-reveals-complexity-of-

fdic-decision-process/ for an example of the complexity in evaluating the bids, in particular identifying
the ‘least-cost’ bid

10
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above the liquidation value, the bidder with the highest bid gets to acquire the failing bank.

The announcement of failure and transfer to the winning bidder is always made on a Friday

evening so as to allow minimum disruption to the bank’s customers.11

2 Empirical Strategy

The goal of this paper is to study the consequences of acquiring failed banks. I employ a

difference-in-differences (DID) research design to accomplish the goal. The acquisition itself

is the treatment being investigated while the acquirer is the treated entity. However, the

empirical challenge, as in all studies of mergers and acquisitions, is identifying an appropriate

control group. Ideally, we want failed banks to be randomly assigned to banks, i.e., to

randomize the treatment. But acquirers choose which banks to target, and the factors that

lead them to this selection might also influence outcomes in the post-treatment period. Under

this plausible scenario, any measured treatment effect is biased.

In the absence of an ideal experiment, I use the auction results of the FDIC’s failed bank

resolution process to identify a plausible control bank for each treated bank. The runner-up

in the auction is the natural choice as control. Other papers to use a similar strategy, in

other settings, include Greenstone, Hornbeck and Moretti (2010), Malmendier, Moretti and

Peters (2018) and Skrastins (2020). Both the treated and control bank in my setting, the

auction winner and runner-up respectively, were not only eligible to bid, they were interested

in acquiring the distressed entity. Restricting the control group to the runner-up goes a long

way in mitigating the selection problem.

The identifying assumption is that, in the absence of the treatment, the treated bank

(“winner”) would have evolved like the control bank (“runner-up”). This is also known as

11The American television news show 60 Minutes did a feature on the bank failure process in 2009. A
video of their segment is available at https://www.youtube.com/watch?v=TAE8i40A5uI
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the “parallel trends” assumption. Though not directly testable, I provide evidence in later

sections that there is reason to believe that the assumption is plausible: treated and control

banks look similar on observables, bank characteristics do not predict treatment, the winner

is not expected by the stock market and the actual bids filed are close in value.

Empirical Specification

I implement a standard difference-in-differences (DID) research design (Angrist and Pis-

chke, 2009) with the winning banks being the “treated” group and the runner-up banks being

the “control” group. I treat each bank failure as a separate case (Greenstone, Hornbeck and

Moretti (2010)) and compare outcomes for the winning bank against the losing bank within

each case. Specifically, I estimate the following equation:

Yfbt = αfb + δt + βWINfb × POSTt + γXfbt + εfbt (1)

where the outcome variable is measured at the failure-bidder-time level; here f references

a specific bank failure or case, b stands for a bidding bank, and t is the time at which the

outcome is measured. WINfb is a dummy taking a value 1 for the winning bank, and 0

for the runner-up bank within a case. POSTt is an indicator taking value 1 for the periods

following failure, and 0 otherwise. The coefficient β on the interaction of these two dummy

variables, WINfb × POSTt, is the DID estimate of the average treatment effect. Xfbt is a

vector of time-varying control variables at the bank level. The specification also includes two

sets of fixed effects. The time fixed effects (δt) control for time-varying aggregate shocks.

The failure-bidder fixed effects (αfb) control for time-invariant bank-level factors within a

case. Including these fixed effects ensures that the impact of acquisitions is identified from

just variation within the two banks in a case. Throughout, I restrict the observations to
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three periods before and after the acquisition. Standard errors are clustered at the level of

treatment, i.e., at the failure-bidder level.

The coefficient β in Equation 1 is the average treatment effect in the periods after bank

failure. In order to study how the treatment effect evolves in each period following the

acquisition, I also estimate a dynamic version of the DID specification (Autor, 2003):

Yfbt = αfb + δt +
∑
τ 6=−1

βτ (D
τ
t × WINfb) + γXfbt + εfbt (2)

Here, Dτ
ft is a dummy variable that takes a value 1 if period t is τ periods after the

failure of bank f . The coefficient of interest is βτ , which measures the difference, conditional

on controls, in outcome Y between treated and control banks τ periods after the failure. I

choose τ to vary from -3 to +3 with τ = −1 the omitted category. In addition to allowing

an analysis of the dynamics of the treatment effect, the inclusion of dummies for periods

prior to the treatment also allows a visual examination of the “parallel trends” assumption

underpinning the DID research design.

3 Data and Summary Statistics

Data Sources

I put together multiple datasets to conduct the analysis in this paper. Almost all the

data used is publicly available or from standard sources.

Failed Bank Resolution Data: The FDIC provides a wealth of public information on

bank failures12. These include information on the acquiring institution, type of transaction,

12Data on individual bank failures can be accessed at https://www.fdic.gov/bank/individual/failed/
banklist.html
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cost borne by FDIC etc. On November 12, 2009, the FDIC board decided to make public bid

and bidder information for resolutions from May 2009 onwards. The stated purpose was the

public interest in this information and an opportunity to show that the FDIC was complying

with its Congressionally mandated objective to achieve the lowest cost resolution of failed

banks.

The bid data specifies the winning bid and bidder and the runner-up bid (known as the

“cover” bid in FDIC parlance) and bidder. Lower ranked bids and names of bidders are

also provided but they cannot be linked to each other. Additionally, only those bids are

made public that were above the liquidation value determined by the FDIC. Figure B.2

illustrates the bid information available for a representative transaction. I parse all such bid

data available on the FDIC website. Bidders are matched by name to the FDIC Institution

Directory to get the FDIC certificate number, a unique identifier that can be linked to other

datasets.

Bank Financial Data: Quarterly data on the financials of failed banks, bidders and

other depository institutions comes from the Statistics on Depository Institutions (SDI)

database maintained by the FDIC13. The SDI has income statement and balance sheet data

on all US depository institutions. I prefer to use the SDI database over the similar Reports

of Condition and Income (or “Call Reports”) since the latter do not have data for thrifts

before 2012. All results in the paper are robust to using the Call Reports instead of SDI.

Branches and Deposits: Data on branches and deposits at the branch level comes from

the FDIC Summary of Deposits (SOD)14. The SOD covers the universe of U.S. bank branches

at an annual frequency, and data is as of June 30 each year. Information is available on the

13Available at https://www7.fdic.gov/sdi/
14Available at https://www7.fdic.gov/sod/
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parent bank and location as well as the volume of deposits held at the branch. The FDIC

certificate number is used to match this annual branch data to the quarterly bank data.

Local Lending Data: I use two regulatory datasets published by the Federal Financial

Institutions Examination Council (FFIEC) to get information on local small business and

mortgage lending. Under the Community Reinvestment Act (CRA), all banks with assets

greater than $1 billion are required to disclose annual data at the county level on the number

and dollar volume of loans originated to businesses with gross annual revenues below $1

million. The Home Mortgage Disclosure Act (HMDA) requires financial institutions to

publish application-level data on mortgage lending activity. Information includes loan size,

application decision, type of mortgage loan as well as location in terms of census tract and

county. I aggregate these two datasets to the bank-county level to determine the amount

and number of small business and mortgage loans originated annually.

Deposit Rates: Data on retail deposit rates is from Ratewatch, which collects weekly

branch-level deposit rates by product. The data cover 54% of all U.S. branches as of 2013

(Drechsler, Savov and Schnabl, 2017). I restrict analysis to branches which actively set their

own rates, and aggregate the weekly data to quarterly frequency. The SOD’s unique branch

identifier can be used to link the dataset to the SOD, and consequently the other data.

Though the data provides quoted rates for a large number of deposit products, I use rates

on a 12 month Certificate of Deposit (CD) worth $10,000. This is a popular time deposit

product with high coverage in the sample.

Stock Returns: Stock return data comes from CRSP. Listed banks are linked to the

banking datasets using the CRSP-FRB link available from the Federal Reserve Bank of New

York15.

15Available at https://www.newyorkfed.org/research/banking_research/datasets.html
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Sample Selection

There were 523 bank failures in the United States between 2007 and 201616. I exclude

the 4 bank failures in Puerto Rico as well as the acquisition of Washington Mutual by

JP Morgan Chase since the FDIC undertook a special process given the size of the failing

institution. Figure 1 shows the time series of the remaining 518 bank failures during the 10

year period as well as the volume of assets and deposits held by the failing banks. Further,

I exclude the 26 banks without an acquirer (“payouts”) and the 13 transactions in which

only insured deposits were acquired (“PI”). Of the 480 remaining purchase and assumption

(“PA”) transactions, there is no bid data on 43 since they occurred before the FDIC decided

to change its policy on publicizing auction information, i.e., these transactions occurred

before May 2009. Of the remaining 437, there are 190 transactions where there was either

only a single bidder or the identity of the runner-up is not available or I am unable to match

the name of the winner or runner-up to the FDIC Institution Directory. The lack of match

is generally a result of a bidder being a private investment group not holding a bank charter

(Johnston-Ross, Ma and Puri, 2020).

This leaves 247 bank resolutions in which the winning and second placed bidder are

distinct and identifiable. This is the primary sample on which the analysis is conducted.

The first failure in this sample is of Citizen’s National Bank on May 22, 2009 and the last

one is of Allied Bank on September 23, 2016. Table 1 provides summary statistics on the

entire set of 518 banks that failed as well as the 247 with competitive auctions. There does

not seem to be much observable difference in the entire set compared to the sample of banks

I use17. Perhaps mechanically, the cost to the FDIC is significantly lower in the case of the

16Stopping in 2016 ensures there is at least two years of post-acquisition data for each case.
17It must be remembered that some of the banks in the excluded sample might have had competitive

auctions but bid data is not available since they failed before May 2009.
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competitive auction sample.

Bidders

The empirical strategy in this paper relies on the assumption that the runner-up bank

in a competitive failed bank auction provides the appropriate control for the winning bank

in the regression framework. Here, I provide evidence that this assumption is reasonable. I

start by comparing the two groups of banks on observables. As Table 2 shows, on virtually

all metrics the two sets of banks are similar. The characteristics shown are the ones that

Granja, Matvos and Seru (2017) find to be significant in predicting which banks, among

the universe of banks, are likely to acquire distressed banks. These include size, capital,

geographic and business model proximity and performance.

While the mean comparisons are illustrative, it is possible that though the winners and

losers do not differ on average, in a given auction some of these observable characteristics

determine who wins. For instance, if the larger bank among the two banks wins in a large

majority of cases, then size would do a good job of predicting the winner. However, if size

did not matter then on average in half the cases the larger bank would win and in half the

cases the smaller bank would win. I formalize this intuition by testing, through univariate

regressions, if the bank having the higher value for a given characteristic is more likely to

be the winner or loser. In a sample where the characteristics are randomly distributed, the

point estimate should be about 0.5. Hence, the null hypothesis is that the bank with the

higher value of a given characteristic would win about 50% of the auctions. Figure 2 shows

the results. For not a single metric is the null hypothesis rejected at the 5% level, and in

each case the point estimate is not very different from 0.5 in magnitude either.

I can also directly compare the observable dollar component of the individual bids to show
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that the auction outcomes are close18. These comparisons are shown in Table 3. On average,

the deposit premium bid from the winner and runner-up are the same while the winner’s asset

discount bid is about 2% lower than that of the runner-up. Given the asset size of the failed

bank is, on average, 18% of that of the winner this suggests the difference in asset discount is

not large in magnitude in terms of the size of the acquiring institution. Additionally, winners

are 10% less likely to ask for a Loss Share arrangement in the acquisition.

4 Base Results

Stock Return Event Study

I start the analysis of the effect of acquiring failed banks by examining the immediate

stock market reaction to acquisition announcement. Since the FDIC only announces the

auction result on a Friday evening after markets close, the setting is ideal for an event study

analysis. The analysis is restricted only to bidders in my sample of competitive auctions, and

to only those with publicly traded equity. I use the market model for my base event study

results19. I include failed bank fixed effects so that the identification of the treatment effect

comes purely from within a case and relative to that of the control group on that trading

day20.

Panel A of Table 4 shows the results for abnormal returns around the announcement

date. The acquisition of a failed bank is value-creating for the acquirer, with an immediate

18The value of other discrete components of the bid are not directly observable (Allen, Clark, Hickman
and Richert, 2020)

19Results are robust to using a banking industry return instead of the market return
20A complication in doing the event study analysis is that only about 15% of US commercial banks or

their parent bank holding companies are traded (Gandhi and Lustig, 2015). In my sample of 247 competitive
auctions, in only 44 cases is both the winner and runner-up bank publicly traded. Though I present the base
results with this sample, in later event study tests I rely on a sample which includes all bidders and not just
the winner and runner-up. This increases the number of bank failures in which I have the winner and at
least one other bidder, and hence can identify abnormal returns within a case, to 113.
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average positive return of around 1.5% (sample with all bidders) to 1.9% (sample with top 2

bidders) compared to the control group. Additionally, the market reaction manifests on the

trading day following announcement, and is seemingly not anticipated in any way. These

results contrast with prior studies of large bank mergers which often do no find a significant

return on announcement (e.g., Houston and Ryngaert (1994)) but is consistent with abnormal

returns found in failed bank auctions during the S&L crisis of the 1980s (James and Wier,

1987a). Figure 3 graphically illustrates the evolution of the cumulative abnormal return

(CAR) of the winner banks against unsuccessful bidders. The two lines track each other

till the trading day following the announcement, at which time the winner’s CAR becomes

significantly positive.

Does the positive abnormal return on announcement reflect the value created from the

acquisition itself or does it arise purely due to market getting the information that the FDIC

has chosen the acquiring bank to take over the failing bank? Under the latter interpretation,

the stock price rise has nothing to do with value of the bank being acquired. Rather, the

FDIC has positive private information about the fundamentals of the acquiring bank which it

has indirectly revealed by allowing the acquirer to take part in the resolution process. During

the uncertainty of the financial crisis, the market effects of such a vote of confidence cannot

be dismissed. Though I cannot rule out this information effect completely, additional tests

indicate that at least some of the value created for shareholders comes from the acquisition

itself. I focus on heterogeneity in acquirer returns along two dimensions.

First, I look at the relative size of the failed bank to that of the acquiring bank. On

average, the failed bank’s assets are about 18% of the acquirer prior’s to the transaction. I

test whether the abnormal return increases with the relative size of the target. Under the

information hypothesis, the size of the bank being acquired should have not an effect since the
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information effect concerns the acquirer not the target. However, under the acquisition value

hypothesis, the abnormal return should increase with the size of the entity being acquired.

This is exactly what I find in Panel B of Table 4. The result in Column (5) suggests that

with a 1 standard deviation (0.19 in this case) increase in the relative size of the target, the

abnormal return increases by about 7.32 × 0.19 = 1.39%.

The second piece of evidence I present relies on the competitiveness of the auction.

The median auction has 3 bidders but the number varies from 2 to 10 (Figure A.1) I test

whether the abnormal return decreases with the number of bidders. Under the information

hypothesis, the number of bidders should not have an effect since this information is not

made public when the result is announced. However, in a first price sealed bid auction,

the selling price should increase with the number of bidders and hence the value gain to

acquirer shareholders should be lower. Once again, I find evidence consistent with the latter

hypothesis. The results in column (6) of Panel B of Table 4 indicate that with each additional

bidder, the abnormal return decreases by 0.65%.

Balance Sheet Effects

I next move on to the effects that acquiring a failed bank has on the acquirer’s balance

sheet. Results from the estimation of Equation 1 at a quarterly frequency for a number of

balance sheet quantities is shown in Table 5. In this table, I show the results treating the

universe of banks as the control group in addition to the results with only the runner-up

bank in the auction as the control group21. In Panel A, the control group is composed of all

banks other than the acquiring bank. Panel B shows the results from restricting the sample

to the top two bidders in each failed bank case.

21Another possible control group is the set of all non-successful bidders, not just the runner-up. The
results with this control group are qualitatively similar to those with just the runner-up included, and hence
are not reported.
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The immediate, or static effect, of the acquisition is mechanical. Since all the acquisitions

I study are P&A transactions in which the acquiring bank purchased all of the assets and

assumed all the deposits of the failed bank, we expect to see the size of the bank increase by

about the size of the acquired bank. This is what the first column in Panel B of Table 5 shows.

The coefficient of 0.167 implies that assets grow about 18.2% following acquisition. Given

that the target’s assets are about 18% of those of the acquirer, this shows that the empirical

model used does an excellent job of picking up the treatment effect. In fact, the much

larger coefficient of 0.253 in Panel A (implying a 28.8% growth rate in assets) illustrates the

pitfalls of not using an appropriate control in the empirical model. The difference between

the two coefficients suggests that the acquiring bank, and the runner-up bank, had growth

opportunities in the post-treatment period compared to the universe of banks, irrespective

of whether they acquired the failed bank.

The deposit-to-assets ratio also increases post acquisition. This is again almost mechan-

ical since the deposit ratios of failed banks is much higher than the deposit ratio of healthy

banks since the former have essentially no equity. There is a reduction in the proportion

of liquid assets held by the combined entity post merger. The magnitude of the change in

tier 1 capital is similar and opposite in sign to the corresponding increase in the deposit

ratio. Importantly, the ratio of C&I loans to total assets decreases following the acquisition.

Though my focus is on new lending and the balance sheet captures the stock of loans, this

is the first piece of suggestive evidence that lending goes down following the acquisition.

I also plot the dynamics of balance sheet effects by estimating the dynamic specification

in Equation 2. Figure 4 plots the result when the outcome variable is the logarithm of total

assets. In the graph, I show coefficients using both the universe of banks as control and

the runner-up bank as control. The dynamic plot confirms that the increase in size happens
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immediately on acquisition. These figures also provide visual support for the importance and

validity of the DID research design. From an inspection of the DID estimates in Figure 4

for the specification in which the control group is the set of all banks, it is clear that even in

the period before acquisition, the acquiring bank is on a different growth path; it is growing

faster than other banks. Only when the control group is restricted to the runner-up bank do

we find both treatment and control to be on parallel paths prior to acquisition. If all banks

were used as the control group, the estimated coefficients would be biased.

5 Results on Local Lending and Deposits

Though the balance sheet results in the previous section are informative, they do not

provide direct evidence on the lending and deposit-taking consequences of failed bank ac-

quisitions. An obstacle in analyzing effects of M&A activity using aggregate firm-level data

is that post merger, there is only one entity left – two balance sheets are collapsed into one.

It hence becomes impossible to distinguish between effects on the target’s customers and

the acquirer’s customers. In order to surmount this challenge, I add another layer to my

empirical strategy by exploiting pre-existing variation in the geographic footprints of the

failed bank and the bidder banks22.

Three Types of Markets

I define a county as constituting a market. My data allows me to observe small business

and residential mortgage lending at the bank-county-year level. Deposit flows and rates are

at the branch level, and I aggregate these up to the bank-county level by summing flows and

averaging rates.

Based on the geographic footprint of the failed bank and the acquiring bank prior to the

22Appendix Figure A.2 shows that failed banks were spread throughout the country.
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acquisition, I am able to define three types of markets:

1. Target Only markets – those in which only the failed bank operated23 prior to treatment

and the acquirer did not

2. Target+Acquirer markets – those in which both failed and acquiring bank operated

prior to treatment

3. Acquirer Only markets – those in which only the acquirer operated prior to treatment,

and not the failed bank

Figure 5 provides a graphical illustration of these markets and how they look before and

after acquisition. In Target Only markets, the failed bank is replaced by the winning bank24.

Any effect in these markets post acquisition are to the failed bank’s customers since the

acquiring bank was not present prior to failure. In Target+Acquirer markets, the failed bank

and the winning bank are consolidated into one bank. In Acquirer Only markets, there is no

direct change since the failed bank was not present beforehand. Any effect in these markets

is the spillover effect of the acquisition on the acquiring bank’s incumbent customers.

I use Target Only (Acquirer Only) market data to investigate the effect on the customers

of the failed bank (acquiring bank). I use Target+Acquirer market data to investigate the

separate effects of consolidation.

In tests using bank-county data, I use an enriched version of the base specification 1:

Yfbct = αfbc + δct + βWINfbc × POSTt + γXfbct + εfbct (3)

23Operating in a market is defined as making at least 5 loans in the year prior to failure for lending tests
and having a branch in the market in the year prior to failure for deposit tests

24Importantly, I see this transition in my bank-county datasets
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Here c indexes for county, and I am able to include county-time fixed effects δct to control

for local demand shocks.

Target Only Markets

Before implementing the regression analysis, I simply plot the average time series of

lending by the failed bank and all other banks in event time around the failure. I restrict

this analysis to Target Only markets since here I do not pick up any aggregation effect with

the winner25. Figure 6 indicates a sharp decline in lending for both small business and

residential mortgage lending immediately following the acquisition, and the gap persists in

subsequent years. This aggregate analysis also provides no evidence that the failed bank was

lending significantly more than other banks, in these categories, before failure.

Next, I estimate Equation 3 for local lending and deposit-taking in Target Only markets.

The results are presented in Table 6. Panel A shows the results for new small business

lending26. In the odd-numbered columns, the results use all other banks as the control

group while in the even-numbered columns I use the runner-up bank27. Lending, both in

number and volume, in those markets in which the failed bank was operating in the year

prior to its failure drop drastically post acquisition. The coefficients in columns (2) and (4)

imply that the number and volume of small business lending of the acquired bank in Target

Only markets falls by a staggering 80%. Unobserved credit demand declines cannot explain

these results since I include county-year fixed effects in my specification. These fixed effects

absorb any local time-varying demand effects. My bank-county fixed effects ensure that

25After failure, in Target Only markets the failed bank is simply replaced by the winning bank
26Since the results for small business and mortgage lending are largely consistent, for expositional ease I

relegate the mortgage lending results to Appendix Table C.1
27A subtle point here is that in this set of results, using the runner-up as control may not be optimal

since pre-failure, the runner-up might not be an appropriate counterfactual for the failed bank. Later tests
surmount this challenge.
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within a case I am only identifying off the variation between the treated and control bank

in the same county. In order to mitigate the effect of large changes in places with minor

activity skewing the results, I restrict the analysis to counties in which the target or acquirer

had substantial presence prior to the acquisition which I define as having made at least 5

loans in the year prior to treatment. In unreported results, I am also able to aggregate to

the bank level for lending in Target Only counties, and get similar results and magnitudes.

In Figure 7a, I plot the dynamic version of these results. The figure shows that the drop

in lending manifests in the year of failure and persists in the years that follow. Since I focus

on new originations, the results cannot be explained by the acquiring writing off or selling

assets it had acquired as part of the acquisition. Taken together, these results provide strong

evidence that the acquirer sharply cuts back on originating new small business loans to the

target’s borrowers.

In Panel B of Table 6, I explore the effects on deposit flows and rates in Target Only

markets. The acquirer suffers a deposit outflow of about 13% (column (2)) after taking over

the failed bank. This decline is substantially lower in magnitude than the lending decline.

The dynamic version of this result plotted in Figure 7b indicates that this outflow manifests

immediately on acquisition but is not persistent and lasts only two years. Additionally, this

effect on deposit flows is accompanied by a decline in 12 month CD rates of 13.6 basis points

(column (4)). During the sample period, the average deposit rate for these accounts in my

sample is approximately 1.39% implying a large decline in the rate offered after acquisition.

Despite paying substantially lower deposit rates, the acquirer is able to retain most of the

deposits. These results are consistent with the observation that failed banks offer significantly

higher deposit rates just prior to failure attracting some deposit inflows (Acharya and Mora,

2015; Martin, Puri and Ufier, 2018). However, even after the decline in deposit rates offered,
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the acquiring bank is able to retain the vast majority of deposits assumed.

The Role of Consolidation

The results so far indicate that the lending of the failed bank declines when it is acquired

by a healthy bank. Why is this happening? Heterogeneous effects across Target+Acquirer

and Target Only markets are crucial in uncovering the mechanism. A potential hypothesis is

that as the operations of the two entities are consolidated, relationship capital of the failed

bank is lost (Nguyen, 2019). Under this hypothesis, lending should decline more in markets

that see consolidation. Alternately, a hypothesis could be that the acquiring bank simply

exits markets in which only the failed bank was operating as the acquiring bank possesses

no information about the prospects in those markets. Under this hypothesis, more ‘distant’

markets are likely to see more disruption (Kandrac, 2014; Granja, Matvos and Seru, 2017).

Here, lending would decline more in markets where the acquirer was not present prior to the

acquisition.

My empirical strategy allows me to cleanly distinguish between these two hypotheses.

Figure 8 graphically illustrates the concept. In certain counties, prior to bank failure, the

failed bank and winning bank are present while in others the failed bank and runner-up bank

are present. Based solely on the outcome of the auction, the former kind of market is exposed

to consolidation while the latter is not. I call the failed bank market with the winning bank

present the ‘treatment’ market while the failed bank market with the runner-up bank is

the ‘control’ market. If the auction had turned out in favor of the runner-up instead, the

‘control’ markets would have seen consolidation. Crucially, the failed bank was present in

both markets. Hence, I am able to control for any failed bank-specific effect, in particular

the riskiness of its pre-failure lending. Variation comes only from how the geographic spread
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of the winner and runner-up interact with that of the failed bank.

A complication in identifying the effects of consolidation is that the failed bank is not

observed in the data post acquisition. In the control markets, this is not a major issue since

the failed bank is just replaced by the winning bank28. However, in the treated markets

only the winning bank remain as shown in Figure 8. To get around this issue, I take the

sum of the failed bank and the winning bank (runner-up bank) in the treatment (control)

markets both before and after acquisition (Berger, Saunders, Scalise and Udell, 1998). If the

runner-up is a good control for the winner, then the sum of the lending of the failed bank

and the winning bank in the treated market should be on parallel trends with the sum of the

lending of failed bank and the runner-up bank in the control market. The change following

acquisition can be then be ascribed to the effects of the acquisition.

Before moving to the results on lending and deposits, I confirm empirically that the

acquisition-driven consolidation leads to an increase in market concentration. I test how the

Herfindahl-Hirschman index (HHI)29, a standard measure of deposit market concentration,

responds to the acquisition. The dynamic effects in Figure 9 indicate that the HHI increases

by about 0.01, an increase of approximately 4.35% on a sample mean of 0.23.

The lending and deposit results are presented in Table 7. Columns (1) and (2) show

that the lending decline is stronger in markets exposed to consolidation compared to those

in which the winning bank entered purely as a result of the acquisition. The coefficient in

column (2) implies that the sum of failed bank and winning bank lending in a treated county

is about 44% less than the sum of failed bank and runner-up bank lending in a control county

after acquisition. The inclusion of state-year fixed effects means the comparison is between

28The assumption here is that the winning bank would not have entered the market if not for the acquisition
29The constructed HHI is scaled to vary between 0 (lowest concentration) and 1(highest concentration) as

in Drechsler, Savov and Schnabl (2017). Results are robust to using deposit market shares or branch market
shares to calculate HHI.
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treated and control counties in the same state for the same failure. Columns (3) and (4)

show the results from a similar specification but with deposit flows as the dependent variable.

There is no differential effect on deposit flows from the failed bank between these two kinds

of markets. Figure 10 graphs the dynamic impact on small business lending and deposit

flows for consolidated markets compared to unconsolidated markets. It confirms that there

is a larger decline in small business lending in consolidated markets but no differential effect

on deposit flows.

Columns (5) and (6) of Table 7 show the effect of consolidation on deposit rates offered.

Rates are lower post acquisition in markets where the acquirer and failed bank were both

present prior to failure compared to markets where the acquirer was not present and the

failed bank was. This is consistent with increased deposit market power (Figure 9) in these

consolidated markets allowing the acquirer to exert more pricing power and reduce rates.

The differential effect of 8.2 basis points in column (6) is significant compared to the sample

mean deposit rate of 139 basis points.

Branch Closure

The results on consolidation indicate that small business lending declines drastically but

there is no effect on deposit flows. I test whether the key to this lies in how consolidation

is operationalized, i.e., through the closure of physical bank branches. Since small business

lending is relationship-based, a closure of a bank branch might lead to the loss of the re-

lationship (Nguyen, 2019). I implement the test in a two stage setup. I first test whether

branches in ‘treated’ markets are more likely to be closed than branches in ‘control’ markets.

I find strong evidence that is the case. In column (1) of Table 8, I find that in a treated

market, the number of failed bank branches closed after acquisition is 0.4 higher than in
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control markets. Figure 11 indicates that the branch is more likely to be closed in the first

year after acquisition.

In the second step, I now use the treated market as an instrument for branch closure

and test the effect on small business lending and deposit flows. The first stage result in

column (1) indicates that a failed bank branch is significantly more likely to be closed in a

treatment market compared to a control market following acquisition. The two-stage least

square results in columns (2) and (3) of Table 8 confirm the reduced form results from

Table 7. Branch closure in consolidated markets leads to a lending decline but does not

effect deposit flows.

These results provide strong support for the conjecture that acquiring the deposit fran-

chise is what drives the acquisition. Operating a physical branch is costly and so the bank

would ideally like to shut it down. If, however, the bank valued the lending opportunities it

was acquiring more than the cost of the branch, it would keep the branch open since closing

the branch hurts lending. If, on the other hand, the bank valued the deposits acquired and

closing the branch did not affect deposit retention, then the branch would get closed. In

consolidated markets, the bank can potentially migrate its acquired deposits to its own ex-

isting nearby branch(es) and close down the failed bank branch. In unconsolidated markets,

it cannot do this and so it keeps the failed bank branch open. The revealed preference of

the acquiring bank is that it values the deposits and not the loans.

Though the aggregate effects of the acquired bank’s actions are not my focus, I do test

whether other lenders step in to cover the shortfall caused by the acquired bank reducing

its lending. Appendix Table C.2 shows results from regressions at the county-year level. I

relate aggregate small business lending at the county-year level to the share of the failed

bank’s lending in the county in the year prior to its failure. Results indicate that following
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the bank’s failure and acquisition, about 50% of the failed bank’s loan counts are not made

up by other lenders. With the median failed bank having about a 2.3% share of lending in

the county prior to failure, the magnitude of lending decline lines up with that observed in

the bank-level regressions. On using volume instead of counts, the magnitude is smaller at

about 12% lost suggesting that it is the smallest borrowers who are unable to migrate to

other lenders.

Acquirer Only Markets

Finally, I turn to Acquirer Only markets which are markets in which the acquiring bank

was present prior to acquisition but the failed bank wasn’t. As illustrated in Figure 5, there is

no direct impact of the acquisition on the Acquirer Only market30. All effects are through the

acquisition A potential explanation for the lending decline to the failed bank’s borrowers is

that lending is being reallocated to the acquirer’s own borrowers. Instead of funding loans in

the failed bank’s markets, the acquired deposits are being used to finance potentially higher

NPV loans in the acquiring bank’s own markets. Prior literature has shown that financially

constrained banks that receive a deposit windfall reallocate lending to other markets (Gilje,

Loutskina and Strahan, 2016). I directly test this hypothesis in my setting by looking at

what happens to lending in Acquirer Only markets.

Results in Panel A of Table 9 indicate there is no increase in small business lending by the

acquiring bank in Acquirer Only markets. The magnitudes are in fact negative. In columns

(2) and (4) where I restrict the control group to the runner-up, the magnitude is small

and insignificant at the 5% level. This suggests that the deposits acquired are not being

channeled to other markets, indicating their value is independent of their role in financing

30In these markets, the runner-up provides an excellent control since neither bank’s operations are directly
affected.
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loans.

Turning to deposit quantities and loans (Panel B), I do not find that the acquisition

impacted deposit flows in other markets nor do I find a significant effect on deposit rates

(columns (2) and (4)). These results again highlight the value of using an appropriate

control. Significant positive results in columns (1) and (3) suggest that the acquirer sees

deposit inflows as it raises offered deposit rates compared to the universe of banks. This is

consistent with the bank trying to shore up its deposit franchise. But on restricting to the

runner-up only, we see the effect is insignificant indicating the runner-up was attempting to

do the same, plausibly why both banks bid for a failing bank and its deposit franchise.

6 Conclusion

This paper establishes that acquisitions of failed banks are motivated by a desire to

acquire the deposits of the distressed entity rather than its lending opportunities. Not only

does this show the relative importance of the deposit side compared to the asset side, it

emphasizes how banks are special – buying a firm for its liabilities is not something that

we expect to see in the case of non-financial corporations. The relative importance of the

deposit side in comparison to the lending side has implications for evaluating the efficacy

of various proposals for banking regulation such as so-called “narrow banking” (Pennacchi

(2012)), capital requirements, and liquidity coverage ratios.

My results also have significant relevance in explaining recent changes in the US banking

industry. The number of new entrants in commercial banking has been essentially nil since

the Great Recession (Adams and Gramlich, 2014). This has contributed to the ongoing

secular decline in the number of commercial banks and bank branches in the US. My results

indicate that one of the reasons that new entrants have not been seen is that establishing
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a deposit franchise from scratch, as opposed to a lending business, is costlier. Branches

have been shut because they are no longer relevant in maintaining deposits. The loss in

lending relationships is something banks are willing to bear. At the same time, there has

been explosive growth in so-called marketplace lending and other types of non-traditional

lending avenues (Buchak, Matvos, Piskorski and Seru, 2018). Other lenders have seemingly

stepped in as banks do not defend their traditional lending businesses.

As the effects of the COVID-19 pandemic percolate through the US economy, the FDIC’s

failed bank resolution process is likely to be back in the limelight. This process is geared

toward ensuring minimum disruption in banking operations. The regulator takes over a

failing entity and attempts to get a healthy bank to acquire all operations and assets. My

results show that while disruption is minimized for depositors, small business borrowers

who have come to rely on the failed bank are unable to transfer their relationship to the

acquiring bank. The welfare implications are something I do not attempt to quantify in this

paper. They would depend on how well the affected borrowers are able to access service at

other banks. In the presence of standard relationship frictions, the effect of the disruption

is unlikely to be non-negative. By evaluating the outcomes of existing policy, I contribute

to the ongoing debate on how bank failures should be resolved.
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Figure 1: Time series of bank failures

The figure shows the number of banks that failed each year between 2007 and 2016,
as well as the total assets and deposits on the balance sheets of the failed banks.
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Figure 2: Do Bidder Characteristics Explain Failed Bank Auction Outcomes?

For each bank characteristic on the y-axis, the figure plots the proportion of compet-
itive bank auctions in which the bank with the higher value of the characteristic wins
the auction. The comparison is done only between the winner and the runner-up.
Confidence intervals at the 95% level are plotted.
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Figure 3: CAR around announcement date

The sample is restricted to bank failures in which the bidding was competitive, and
consists of failed bank bidders for whom stock return data is available. A market
model with the value-weighted market return is used for estimation. The estimation
window is 200 trading days and ends 11 trading days before the announcement date.
The figure shows the Cumulative Abnormal Return (CAR) for winning bidders versus
other bidders. The returns are in percentage points.
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Figure 4: Dynamics of Size of Acquirer

The figure plots the coefficients from the following dynamic regression:

Yfbt = αfb + γt +
τ=3∑
τ=−3

δτ (D
τ
t × WINbt) + εfbt

The sample is restricted to bank failures in which the auction was competitive. The
blue (maroon) markers represent estimates from regressions in which the control group
is the runner-up (all other) banks. Failure-bidder and quarter fixed effects are included
and clustering is at the failure-bidder level.
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Figure 5: Different types of Market Structure

The figure illustrates the different types of banking markets based on the pre-
acquisition presence of the acquiring bank and the target bank, and how they change
after acquisition. A circle represents a county. F represents the Failed Bank, W rep-
resents the Winning Bank and L represents Runner-up (or Other) Banks. In ‘Target
Only’ markets, F and L banks are present prior to acquisition and W and L banks
are present after acquisition. In ‘Target and Acquirer’ markets, F, W and L banks
are present prior to acquisition but only W and L banks are present after acquisi-
tion. In ‘Acquirer Only’ markets, W and L banks are present both before and after
acquisition. F banks are not present.
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(a) Small Business Lending

(b) Residential Mortgage Lending

Figure 6: Evolution of Failed Bank Lending before and after Acquisition

The figure compares the average number of loans made by a failed bank (solid blue
line) to those made by all other banks (dashed maroon line) in the period around
acquisition. Analysis is restricted to only those failed bank markets in which the
acquiring bank was not present, i.e., Target Only markets. Thus, in the years following
acquisition the failed bank’s lending is identified through that of the acquiring bank.
The number of loans is normalized so that in the year prior to acquisition, the number
of loans made is 1.
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(a) Small Business Lending

(b) Deposit Flows

Figure 7: Dynamics of Small Business Lending and Deposit Flows in Target Only
markets

The figure plots the coefficients from the following dynamic regression:

Yfbct = αfb + δct +
τ=3∑
τ=−3

δτ (D
τ
t × WINfbc) + εfbct

The sample is restricted to bank failures in which the auction was competitive. The
excluded indicator is the year prior to failure. Failure-bidder-county and county-year
fixed effects are included and clustering is at the failure-bidder level.
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Figure 8: Consolidated and Unconsolidated Markets

The figure illustrates the empirical strategy used to identify the effect of consolidation
A circle represents a county. F represents the Failed Bank, W represents the Winning
Bank and L represents the Runner-Up Bank. Treated markets are those in which F
and W banks are present prior to acquisition and only W banks are present after. L
banks are not present in treated markets. Control markets are those in which F and
L banks are present prior to acquisition and W and L banks are present after.
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Figure 9: Dynamics of HHI in Consolidated vs. Unconsolidated markets

The figure plots the coefficients from the following dynamic regression:

HHIfct = αfc + γt +
τ=3∑
τ=−3

δτ (D
τ
t × Treatfc) + εfct

The unit of observation is the county-year level. The sample is restricted to bank
failures in which the auction was competitive, and includes only counties in which
the failed bank had an overlap with either the winner (treated) or runner-up bank’s
(control) branch network. The dependent variable is the Herfindahl-Hirschman index
(HHI) of the county based on branch shares. Year and county fixed effects are included
and clustering is at the county level.
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Figure 10: Lending and Deposit Flows in Consolidated vs. Unconsolidated mar-
kets

The figure plots the coefficients from the following dynamic regression:

Ybfct = αbfc + γt +
τ=3∑
τ=−3

δτ (D
τ
t × Treatbfc) + εbfct

The sample is restricted to bank failures in which the auction was competitive, and
only to failed bank counties that had one of either the winning or runner-up bank
present in the year before failure. Treatbc takes the value 1 for counties in which
the the winning bank and failed bank were present, and 0 for counties in which the
runner-up bank and failed bank were present. Failure-bidder-county and year fixed
effects are included and clustering is at the failure-bidder level.
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Figure 11: Dynamics of Failed Bank branch closings

The figure plots the coefficients from the following dynamic regression:

Closeufct = αuf + γt +
τ=3∑
τ=−3

δτ (D
τ
t × Treatufc) + εufct

The unit of observation is the branch-year level. The sample is restricted to bank
failures in which the auction was competitive, and includes failed bank branches only
in counties that had an overlap with either the winner (treated) or runner-up bank’s
(control) branch network. Branch and county-year fixed effects are included and
clustering is at the county level.
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Table 1: Summary Statistics: Failed Banks

The table below has summary statistics on all banks in the 50 states that failed between 2007
and 2016. Financial information is for the latest quarter before failure that it is available.
Variable definitions are in Appendix Table A.1.

Panel A: All Failures

N Mean SD P25 P50 P75

Assets (mn) 518 708.5 2244.3 98.6 208.6 489.0
No. of branches 518 8.307 21.347 2 4 7
State Bank 518 0.809 0.394 1 1 1
Deposits Ratio 518 0.914 0.081 0.875 0.933 0.974
Core Deposits Ratio 518 0.657 0.145 0.557 0.659 0.763
Tier 1 Capital Ratio 517 0.015 0.049 0.003 0.017 0.029
Liquidity Ratio 518 0.220 0.098 0.149 0.208 0.269
Residential Loans (%) 518 26.135 19.526 11.998 23.108 32.736
CRE Loans (%) 518 33.300 16.901 21.723 31.945 43.318
C&I Loans (%) 518 10.715 9.645 4.330 8.352 14.238
Consumer Loans (%) 518 2.122 3.080 0.350 1.066 2.658
30-89PD Ratio (%) 518 4.584 3.610 2.208 3.867 6.117
NPL Ratio (%) 518 16.228 9.581 9.415 14.713 20.298
OREO Ratio (%) 518 5.114 4.822 1.572 3.778 7.229
Unused Commitment Ratio (%) 518 7.044 6.619 3.174 5.636 9.317
Return on Assets 518 -0.164 0.148 -0.223 -0.129 -0.059
Cost to FDIC 518 0.246 0.137 0.143 0.233 0.338

Panel B: Sample of Failures with Competitive Auctions

N Mean SD P25 P50 P75

Assets (mn) 247 662.0 2063.1 93.9 191.8 440.1
No. of branches 247 9.296 25.444 2 4 7
State Bank 247 0.773 0.420 1 1 1
Deposits Ratio 247 0.918 0.077 0.877 0.939 0.977
Core Deposits Ratio 247 0.663 0.144 0.550 0.668 0.776
Tier 1 Capital Ratio 247 0.013 0.035 0.003 0.016 0.028
Liquidity Ratio 247 0.233 0.095 0.164 0.225 0.280
Residential Loans (%) 247 26.392 16.842 14.814 24.210 33.066
CRE Loans (%) 247 35.977 16.506 25.009 34.378 45.353
C&I Loans (%) 247 10.306 8.590 4.226 8.008 14.124
Consumer Loans (%) 247 2.123 2.974 0.461 1.172 2.658
30-89PD Ratio (%) 247 4.110 3.386 1.766 3.246 5.538
NPL Ratio (%) 247 15.287 8.757 8.912 14.092 19.622
OREO Ratio (%) 247 5.574 5.222 1.847 4.123 7.921
Unused Commitment Ratio (%) 247 6.783 6.423 3.245 5.550 9.001
Return on Assets 247 -0.141 0.127 -0.196 -0.111 -0.046
Cost to FDIC 247 0.200 0.106 0.119 0.196 0.269
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Table 2: Difference in Means: Bidders

The table compares characteristics for bidding banks that won the auction for a failed bank
against those that came second. The characteristic is measured at the last period before
the failure of the bank being bid for. The first (second) column has the mean value of each
characteristic and its standard deviation in parentheses for the winner (runner-up) sample.
The third column has the point estimate and standard error (in parentheses) for a t-test
comparing the means of the two samples. Variable definitions are in Appendix Table A.1.

Winner Runner-Up Diff in Means

Log (Assets) 21.324 21.065 0.259
[1.885] [1.543] (0.157)

Deposits Ratio 0.789 0.795 -0.006
[0.082] [0.075] (0.007)

Core Deposits Ratio 0.635 0.647 -0.012
[0.097] [0.084] (0.008)

State Bank 0.671 0.692 -0.021
[0.471] [0.463] (0.043)

Dist between closest branches (km.) 223.845 228.558 -4.714
[376.268] [450.012] (38.123)

County Branch Overlap 0.521 0.471 0.050
[0.501] [0.500] (0.046)

Tier 1 Capital Ratio 0.175 0.160 0.015
[0.111] [0.074] (0.009)

Liquidity Ratio 0.260 0.238 0.022∗

[0.122] [0.106] (0.010)
Residential Loans (%) 24.466 25.171 -0.705

[14.000] [15.188] (1.333)
CRE Loans (%) 33.756 33.907 -0.152

[14.153] [13.948] (1.283)
C and I Loans (%) 14.608 14.502 0.106

[8.509] [9.474] (0.822)
Consumer Loans (%) 5.451 5.285 0.166

[8.573] [8.695] (0.788)
30-89PD Ratio (%) 1.349 1.355 -0.006

[1.291] [1.215] (0.114)
NPL Ratio (%) 4.453 3.947 0.506

[5.591] [4.399] (0.459)
OREO Ratio (%) 1.102 1.057 0.045

[1.349] [1.152] (0.115)
Unused Commitment Ratio (%) 16.665 15.323 1.342

[9.927] [7.067] (0.787)
Return on Assets 0.021 0.023 -0.002

[0.038] [0.038] (0.003)

Observations 240 240 480
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Table 3: Difference in Means: Bids

The table compares observable characteristics of the bids placed by banks that won the
auction for a failed bank against those that came second. The first (second) column has
the mean value of each characteristic and its standard deviation in parentheses for the
winner (runner-up) sample. The third column has the point estimate and standard error (in
parentheses) for a t-test comparing the means of the two samples. Variable definitions are
in Appendix Table A.1.

Winner Runner-Up Diff in Means

Deposit Premium (%) 0.367 0.360 0.008
[1.003] [0.793] (0.086)

Asset Discount(%) -12.438 -14.450 2.012∗

[9.069] [9.866] (0.915)
Bid Value(%) -12.124 -14.163 2.038∗

[9.203] [9.954] (0.926)
Loss Share 0.593 0.688 -0.096∗

[0.492] [0.464] (0.045)

Observations 217 232 449
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Table 4: Event Study around failed bank resolution announcements

The sample is restricted to bank failures with competitive bidding and with stock market
data available for bidders. A market model with the value-weighted market return is used for
estimation. The estimation window is 200 trading days and ends 11 trading days before the
announcement date. In the event study, cumulative abnormal return (CAR) is calculated
over the specified trading window. To mitigate the effect of outliers, the CAR variable is
winsorised at 2.5% and 97.5%. The indicator ,Winner, takes the value 1 for the bank that
won a particular auction, and 0 for banks that bid but did not win. In Panel A, the base
results are presented and the samples alternate between using all bidders and only the top
two bidders. In Panel B, an interaction of Winner with a characteristic of the failed bank
is additionally included. RelSize is the ratio of the assets of the failed bank relative to the
acquiring bank. BidderCount measures the number of distinct bidders in the auction. Panel
B uses the sample with all bidders. The returns throughout are in percentage points. Failed
bank fixed effects are included and standard errors are clustered at the failed bank level.
Significance levels: *(p<0.10), **(p<0.05), *** (p<0.01)

Panel A: Abnormal Returns for Acquirer

CAR [Return Window]

[-1] [0] [+1]

Winner 0.145 -0.105 0.210 0.230 1.524∗∗∗ 1.946∗∗∗

(0.259) (0.404) (0.175) (0.255) (0.348) (0.460)
Constant -0.195∗∗∗ 0.043 0.142∗∗∗ -0.139 -0.300∗∗∗ -0.538∗∗

(0.061) (0.202) (0.041) (0.128) (0.082) (0.230)

Bidder Sample All Top 2 All Top 2 All Top 2
Observations 288 88 288 88 288 88
R2 0.549 0.617 0.663 0.722 0.562 0.674

Panel B: Heterogeneity in Abnormal Returns

CAR [Return Window]

[-1,0] [+1,+2]

Winner 0.368 0.375 -0.077 1.566∗∗∗ 0.682 4.171∗∗∗

(0.335) (0.412) (0.961) (0.411) (0.471) (0.979)
Winner*RelSize -0.063 7.320∗∗∗

(1.525) (2.653)
Winner*BidderCount 0.110 -0.645∗∗∗

(0.196) (0.204)
Constant -0.031 -0.004 -0.027 -0.119 -0.123 -0.145

(0.079) (0.082) (0.082) (0.097) (0.096) (0.095)

Bidder Sample All All All All All All
Observations 288 278 288 288 278 288
R2 0.600 0.587 0.601 0.553 0.587 0.573
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Table 6: Loans and Deposits in Target Only Markets: Bank-county regressions

The table reports the coefficients from the following regression:

Yfbct = αfbc + γct +WINfbc × POSTt + εfbct

The sample is restricted to bank failures in which the auction was competitive. A Target
Only market is a county in which the failed bank had small business lending (Panel A) or a
branch (Panel B) in the year prior to failure but the acquirer did not. f indexes the failed
bank, b indexes acquirer and control banks, c indexes the county and t indexes time. In
Panel A, the dependent variable is the log of the number and amount of small business loans
originated in Target Only county c in year t by bank b . In Panel B, the dependent variable
is the volume of deposit flow for bank b in Target Only county c in year t and the average 12
month CD deposit rate in Target Only county c in quarter t for bank b. WINfbc takes the
value 1 if bank b is the winner of the auction of failed bank f and 0 otherwise. POSTt is
an indicator with value 1 after auction and 0 before. Fixed effects are included as indicated
and clustering is at the failure-bidder level. Significance levels: *(p<0.10), **(p<0.05), ***
(p<0.01)

Panel A: Loans

Small Business Loans

Log (Number) Log (Amount)

Winner*Post -1.029∗∗∗ -1.636∗∗∗ -1.424∗∗∗ -1.816∗∗∗

(0.150) (0.359) (0.380) (0.607)

Banks All Top 2 All Top 2
Failure-Bidder-Cty FE Y Y Y Y
Cty-Year FE Y Y Y Y
Observations 37988 233 37988 233
R2 0.803 0.881 0.789 0.792

Panel B: Deposits

Deposit Quantities and Prices

∆ Log (Deposits) Deposit Rates

Winner*Post -0.158∗∗∗ -0.142∗∗∗ -0.144∗∗∗ -0.136∗∗∗

(0.030) (0.048) (0.028) (0.048)

Banks All Top 2 All Top 2
Failure-Bidder-Cty FE Y Y Y Y
Cty-Time FE Y Y Y Y
Observations 84530 2433 18216 473
R2 0.320 0.547 0.958 0.969
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Table 7: Effects of Acquisition-driven Consolidation on Lending and Deposits

The table reports the coefficients from the following regression:

Yfbct = αfbc + γt + βTreatfbc × POSTt + εfbct

The sample is restricted to bank failures in which the auction was competitive, and only to
failed bank counties that had one of either the winning or runner-up bank present in the
year before failure. Treatfbc takes the value 1 for counties in which the winning bank and
failed bank were present, and 0 for counties in which the runner-up bank and failed bank
were present. POSTt is an indicator with value 1 after auction and 0 before. The dependent
variables are constructed as if failed bank and winning bank (failed bank and runner-up)
were one entity in treated (control) markets. Fixed effects are as indicated and clustering is
at the failure-bidder level. Significance levels: *(p<0.10), **(p<0.05), *** (p<0.01)

Log SB Loan No. ∆ Log Deposits Deposit Rate

Treat*Post -0.617∗∗∗ -0.583∗∗∗ 0.004 -0.006 -0.041 -0.082∗

(0.197) (0.210) (0.040) (0.038) (0.030) (0.044)

Bank-Cty FE Y Y Y Y Y Y
State and Year FE Y - Y - Y -
State-Year FE N Y N Y N Y
Observations 3208 3161 2568 2507 1203 407
R2 0.836 0.884 0.228 0.338 0.917 0.939
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Table 8: Effects of Acquisition-driven Branch Closure on Lending and Deposits

Column (1) reports the coefficients from the following regression:

Yfbct = αfbc + γt + βTreatfbc × POSTt + εfbct

The sample is restricted to bank failures in which the auction was competitive, and only
to failed bank counties that had one of either the winning or runner-up bank present in
the year before failure. Treatfbc takes the value 1 for counties in which the winning bank
and failed bank were present, and 0 for counties in which the runner-up bank and failed
bank were present. POSTt is an indicator with value 1 after auction and 0 before. The
dependent variable in column 1 is the number of branches closed in county c by bank b in
year t. The dependent variable is constructed as if failed bank and winning bank (failed
bank and runner-up) were one entity in treated (control) markets. In columns (2) and (3),
Treatfbc × POSTt is used as an instrument for Branch Closing in a 2SLS IV regression.
Fixed effects are as indicated and clustering is at the failure-bidder level. Significance levels:
*(p<0.10), **(p<0.05), *** (p<0.01)

Branch Closing Log SB Loan No. ∆ Log Deposits

Treat*Post 0.388∗∗∗

(0.074)

Branch Closing -0.329∗∗ 0.001
(0.162) (0.085)

Bank-Cty FE Y Y Y
State and Year FE Y Y Y
Observations 1677 664 1668
R2 0.081
F-Stat for Weak identification 22.245 27.888

57



Table 9: Loans and Deposits in Acquirer Only Markets: Bank-county regressions

The table reports the coefficients from the following regression:

Yfbct = αfbc + γct +WINfbc × POSTt + εfbct

The sample is restricted to bank failures in which the auction was competitive. An Acquirer
Only market is a county in which the acquirer had small business lending (Panel A) or a
branch (Panel B) in the year prior to failure but the failed bank did not. f indexes the failed
bank, b indexes acquirer and control banks, c indexes the county and t indexes time. In
Panel A, the dependent variable is the log of the number and amount of small business loans
originated in Acquirer Only county c in year t by bank b . In Panel B, the dependent variable
is the volume of deposit flow for bank b in Acquirer Only county c in year t and the average
12 month CD deposit rate in Acquirer Only county c in quarter t for bank b. WINfbc takes
the value 1 if bank b is the winner of the auction of failed bank f and 0 otherwise. POSTt is
an indicator with value 1 after auction and 0 before. Fixed effects are included as indicated
and clustering is at the failure-bidder level. Significance levels: *(p<0.10), **(p<0.05), ***
(p<0.01)

Panel A: Loans

Small Business Loans

Log (Number) Log (Amount)

Winner*Post -0.150∗∗ -0.059 -0.180∗∗∗ -0.038∗

(0.076) (0.043) (0.047) (0.022)

Banks All Top 2 All Top 2
Failure-Bidder-Cty FE Y Y Y Y
Cty-Year FE Y Y Y Y
Observations 5340405 63454 5340405 63454
R2 0.748 0.955 0.774 0.946

Panel B: Deposits

Deposit Quantities and Prices

∆ Log (Deposits) Deposit Rates

Winner*Post 0.077∗∗∗ 0.017 0.043∗∗∗ -0.003
(0.009) (0.013) (0.011) (0.007)

Banks All Top 2 All Top 2
Failure-Bidder-Cty FE Y Y Y Y
Cty-Time FE Y Y Y Y
Observations 43638294 93673 467354 16120
R2 0.337 0.685 0.962 0.986
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Internet Appendix

A Data and Summary Statistics

Table A.1: Variable Definitions

Variable Definition

Financials

Deposits Ratio Ratio of domestic deposits (depdom) to assets (asset)

Core Deposits Ratio Domestic deposits (depdom) less large time de-
posits(ntrtmlg) scaled by assets (asset)

Tier 1 Capital Ratio Ratio of Tier 1 capital (rbct1j ) to risk-weighted assets
(rwajt)

Liquidity Ratio Sum of cash (chbal), fed funds sold(frepo) and securities
available-for-sale (scaf ) scaled by assets (asset)

Residential Loans (%) Ratio of 1-4 family residential loans (lnreres) to total
loans and leases (lnlsgr), expressed as a percentage

CRE Loans (%) Ratio of commercial real estate loans (lnrenres) to total
loans and leases (lnlsgr), expressed as a percentage

C&I Loans (%) Ratio of commercial and industrial loans (lnci) to total
loans and leases (lnlsgr), expressed as a percentage

Consumer Loans (%) Ratio of loans to individuals (lncon) to total loans and
leases (lnlsgr), expressed as a percentage

30-89PD Ratio (%) Ratio of assets past due 30-89 days (p3asset) to assets
(asset), expressed as a percentage

NPL Ratio (%) Sum of nonaccrual assets (naasset) and assets past due
more than 90 days (p9asset) scaled by assets (asset),
expressed as a percentage

OREO Ratio (%) Ratio of other real estate owned (ore) to assets (asset),
expressed as a percentage

Unused Commitment Ratio
(%)

Unused commitments (uc) scaled by sum of unused com-
mitments and total loans and leases (lnlsgr), expressed
as a percentage
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Table A.1: Variable Definitions (contd.)

Variable Definition

Return on Assets (%) Net income (netinc) scaled by average assets (asset2 )

State Bank Indicator for banks regulated at the state level. Takes
value 1 if charter class is not ”N” or ”SA”

Branch Network

No. of branches Count of physical bank branches for a bank in the Sum-
mary of Deposits of a given year

Distance between closest
branches (km.)

For a pair of banks, it is the minimum of the geographic
distance for each pair of branches belonging to the two
banks. Distance is calculated using the Haversine for-
mula.

County (Zip) Branch Over-
lap

For a pair of banks, it is an indicator taking value 1 if
both banks have at least one branch in the same county
(zip code)

Bidding process

Cost to FDIC For a failed bank, it is the FDIC’s estimated cost to the
Deposit Insurance Fund scaled by the bank’s assets in
the quarter preceding resolution

Deposit Premium (%) In a bid, it is the deposit premium expressed in dollars
scaled by the assets of the failed bank, expressed as a
percentage

Asset Discount(%) In a bid, it is the asset discount expressed in dollars
scaled by the assets of the failed bank, expressed as a
percentage

Loss Share (%) It is an indicator taking the value 1 if, in a bid, the
bidder asks for the FDIC to share in future losses on
acquired loan pools; the indicator is 0 otherwise.
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Table A.2: Difference in Means: Competitive and non-competitive auctions

The table compares characteristics for failed banks that were sold in competitive auctions
against those sold in non-competitive auctions. A competitive auction is one in which at
least two distinct banks can be identified as bidders. The first (second) column has the mean
value of each characteristic and its standard deviation in parentheses for the competitive
(non-competitive) sample. The third column has the point estimate and standard error (in
parentheses) for a t-test comparing the means of the two samples.

Comp Bid Non-Comp Bid Diff of Means

Assets (mn) 662.0 475.2 186.8
[2063.1] [1114.3] (154.2)

No. of branches 9.296 6.495 2.801
[25.444] [13.698] (1.900)

State Bank 0.773 0.847 -0.074∗

[0.420] [0.361] (0.037)
Deposits Ratio 0.918 0.921 -0.003

[0.077] [0.074] (0.007)
Core Deposits Ratio 0.663 0.634 0.030∗

[0.144] [0.142] (0.014)
Tier 1 Capital Ratio 0.013 0.010 0.003

[0.035] [0.037] (0.003)
Liquidity Ratio 0.233 0.202 0.031∗∗∗

[0.095] [0.080] (0.008)
Residential Loans (%) 26.392 25.361 1.031

[16.842] [18.628] (1.725)
CRE Loans (%) 35.977 33.819 2.158

[16.506] [16.551] (1.595)
C&I Loans (%) 10.306 10.925 -0.620

[8.590] [8.748] (0.838)
Consumer Loans (%) 2.123 2.163 -0.040

[2.974] [3.158] (0.297)
30-89PD Ratio (%) 4.110 4.862 -0.752∗

[3.386] [3.339] (0.324)
NPL Ratio (%) 15.287 17.349 -2.062∗

[8.757] [9.716] (0.898)
OREO Ratio (%) 5.574 5.232 0.342

[5.222] [4.617] (0.472)
Unused Commitment Ratio (%) 6.783 6.393 0.390

[6.423] [4.954] (0.544)
Return on Assets -0.141 -0.178 0.037∗∗

[0.127] [0.158] (0.014)
Cost to FDIC 0.200 0.284 -0.085∗∗∗

[0.106] [0.135] (0.012)

Observations 247 190 437

61



Figure A.1: Competitiveness of failed bank auctions

The figure shows, for the sample of competitive auctions, the distribution of the
number of participating bidder banks as well as the average cost to FDIC by number
of bidders. Data source: FDIC
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Figure A.2: Geographic Distribution of Bank Failures

The map shows the county-level distribution of branches belonging to failed banks at
the time of failure. It includes all banks headquartered in the 50 states that failed
between 2007 and 2016. The number of branches belonging to failed banks is scaled
by the number of bank branches in the county in 2006.
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B Bidding Process

Figure B.1: The mechanics of a purchase and assumption transaction

The failed bank acquisitions analyzed in this study are known as whole bank pur-
chase and assumption (P&A) transactions – the acquirer purchases all the assets and
assumes all the liabilities of the failed bank. This figure illustrates the balance sheet
mechanics of the transaction using purely indicative numbers. In this example, the
failed bank has liabilities (mainly deposits) worth 100. There is no equity remaining.
The winning bidder puts a value of 88 on the assets of the failing bank. This single
number takes into account all components of the bid. The difference between the
value of the liabilities assumed (100) and the assets purchased (88) is made up by the
FDIC through a transfer of 12 to the acquiring bank. This amount of 12 is a loss to
the FDIC.
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Figure B.2: Example of Bidding Data

The figure is a screenshot of the bidding data available for the auction of Columbia
River Bank. It is representative of the data provided for all auctions where bidding
data is public. Data source: FDIC ; url: https://www.fdic.gov/bank/individual/
failed/columbiariver-bid-summary.html
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C Additional Results
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Table C.1: Residential Mortgage Lending Consequences of Acquiring a Failed
Bank: Bank-county regressions

The table reports the coefficients from the following regression:

Yfbct = αfbc + γct +WINfbc × POSTt + εfbct

The sample is restricted to bank failures in which the auction was competitive. A Target
Only market (Panel A) is a county in which the failed bank had residential mortgage lending
in the year prior to failure but the acquirer did not. An Acquirer Only market (Panel B) is
a county in which the acquirer had residential mortgage lending in the year prior to failure
but the failed bank did not. f indexes the failed bank, b indexes acquirer and control banks,
c indexes the county and t indexes time. The dependent variable in Panel A (Panel B) is
the log of the number and amount of residential mortgage loans originated in Target Only
(Acquirer Only) county c in year t by bank b . WINfbc takes the value 1 if bank b is the
winner of the auction of failed bank f and 0 otherwise. POSTt is an indicator with value 1
after auction and 0 before. Fixed effects are included as indicated and clustering is at the
failure-bidder level. Significance levels: *(p<0.10), **(p<0.05), *** (p<0.01)

Panel A: Target Only

Residential Mortgage Loans

Log (Number) Log (Amount)

Winner*Post -1.637∗∗∗ -2.069∗∗∗ -2.171∗∗∗ -2.936∗∗∗

(0.103) (0.207) (0.125) (0.359)

Banks All Top 2 All Top 2
Failure-Bidder-Cty FE Y Y Y Y
Cty-Year FE Y Y Y Y
Observations 449171 6496 449171 6496
R2 0.805 0.905 0.710 0.842

Panel B: Acquirer Only

Residential Mortgage Loans

Log (Number) Log (Amount)

Winner*Post 0.299∗∗∗ 0.057 0.269∗∗∗ 0.045
(0.054) (0.086) (0.065) (0.103)

Banks All Top 2 All Top 2
Failure-Bidder-Cty FE Y Y Y Y
Cty-Year FE Y Y Y Y
Observations 8324752 95354 8324752 95354
R2 0.798 0.920 0.704 0.89167



Table C.2: Aggregate Small Business Lending Consequences: County regressions

The table reports the coefficients from the following regression:

Loansct = αc + γt + FBc × POSTt + εct

The table shows results from regressions relating aggregate small business lending at the
county-year level to the presence of a lender that failed. Share of Failed Bank Lending is the
share of the county’s total small business lending that was done by the failed bank in the
year before its failure. Post takes the value 1 for the periods after failure, and 0 otherwise.
County fixed effects are included in all specifications. Year (State-year) fixed effects are
in odd (even) numbered columns. Clustering is at the county level. Significance levels:
*(p<0.10), **(p<0.05), *** (p<0.01)

Total Small Business Lending

Log(Number Log (Amount)

Share of FailedBankLending -0.561∗∗ -0.603∗∗ -0.130∗∗∗ -0.141∗∗∗

(0.250) (0.280) (0.028) (0.034)

County & Year FE Y Y Y Y
State-Year FE - Y - Y
Observations 45095 45049 45094 45048
R2 0.977 0.980 0.943 0.949
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